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Abstract. Various approaches to providing blind users with access to graphi-

cal user interfaces have been researched extensively in the past 15 years, and

yet accessibility is still facing many obstacles. Graphical environments such as

X Windows offer a high degree of freedom to both the developer and the user,

complicating the accessibility problem even more. Existing technology is largely

based on either a combination of graphical toolkit hooks, queries to the applica-

tion and scripting, or model-driven user interface development. Both approaches

have limitations that the proposed research addresses. This paper builds upon

past and current research into accessibility, and promotes the use of abstract user

interfaces to providing non-visual access to GUIs.

1 Introduction

Ever since graphical user interfaces (GUIs) emerged, the community of blind users has

been concerned about its effects on computer accessibility [1]. Until then, screen readers

were able to truly read the contents of the screen and render it in tactile and/or audio

format. GUIs introduced an inherently visual interaction model with a wider variety of

interface objects. MS Windows rapidly became the de facto graphical environment of

choice at home and in the workplace because of its largely consistent presentation, and

the availability of commercial screen readers created somewhat of a comfort zone for

blind users who were otherwise excluded from accessing GUIs.

As X Windows-based systems grow in popularity for both home and work environ-

ments, an additional level of complexity has emerged. Not only pose GUIs an obstacle

by being inherently visual, but it is also possible to combine elements from a variety

of graphical toolkits such as Athena, GTK, Qt, . . . into a single graphical environment.

This important feature promotes flexibility and interoperability, but it largely compli-

cates the work needed to provide accessibility. Screen readers either must support all

commonly used toolkits, or they must be designed to not depend on any implementation

specific details.

Past and current research indicates that abstracting the user interface offers a high

degree of flexibility in rendering for a multitude of output modalities. Blind users gen-

erally prefer auditory and/or tactile representations of the GUI, as an alternative to the



visual rendering provided by GUIs. Current approaches use a combination of toolkit

extensions, scripting, and complex heuristics to obtain sufficient information to make

alternative renderings possible[2]. Alternative approaches aim to solve the accessibility

problem by addressing the different output modalities in the design and development of

applications, composing model-driven user interface implementations at development

time.

The need for alternative user interface representations across different output modal-

ities makes the accessibility problem a prime candidate for using abstract user interface

(AUI) descriptions. The remainder of this paper first presents related work on GUI ac-

cessibility. The third section describes the use of AUIs at the core of an accessibility

framework, providing non-visual rendering in parallel with visual representations, fol-

lowed by a comparison of this approach against AUI-based model-driven user interface

construction. Section five concludes this paper with a description of future work.

2 Related Work

In the context of accessibility of GUIs for blind users, Mynatt and Weber provided two

early approaches[3]. The Mercator project at the Georgia institute of Technology re-

placed the GUI with a hierarchical auditory interface, whereas GUIB provided a tactile

representation of the screen contents. Contrasting both projects also established four

core design issues that are common to non-visual access to GUIs, further refined in

[4]. This early paper also provides a more general description of common approaches

towards GUI accessibility.

The ”Fruit” system described by Kawai, Aida, and Saito[5] addresses the issue of

user interface accessibility by means of an abstract widget toolkit. Application software

is still written as if a graphical widget toolkit is being used, while the actual presentation

of the user interface is handled by device-specific components. The ”Fruit” system does

not support synchronised presentation in multiple modalities, nor does it provide any

accessibility at the level of the windowing environment.

Savidis and Stephanidis explored alternative interaction metaphors for non-visual

user interfaces[6]. This work was expanded upon in the development of a user interface

development toolkit[7]. The HAWK toolkit provides interaction objects and techniques

that have been designed specifically for non-visual access. The toolkit is used in the

AVANTI project[8], introducing a Unified User Interface concept using runtime user

interface adaptation based on user and usage context.

The similarities between application user interfaces and World Wide Web forms

provide an important foundation for using AUIs. Barnicle researched specific obstacles

that blind users encounter when using GUIs[12]. His results were confirmed in later re-

search[13, 14]. The UsiXML[9] project at the Belgian Laboratory of Computer-Human

Interaction (BCHI) at the Université Catholique de Louvain builds upon these concepts.

The ability to abstract the user interface lies at the core of the research presented in this

paper.

Research into alternative user interfaces has been extensive. Two notable projects

are the ”virtual sound wall” at the Oldenburg R&D-Institute for Informatics Tools and

Systems[10], and the performance analysis of multi-modal interfaces by Vitense, Jacko,



and Emery[11]. Both solutions require expensive devices that are well outside the bud-

get of an average user. The research presented in this paper therefore limits the context

of output modalities to refreshable Braille displays, speech synthesisers, and/or non-

spatial sound.

3 Leveraging AUIs towards accessibility

The non-visual presentation of GUIs poses several HCI design issues that need to be

addressed as part of any acceptable accessibility solution. Five fundamental problems

were identified by Mynatt and Weber[3], and Gunzenhäuser and Weber[4]:

– Coherence between visual and non-visual interfaces

– Exploration in a non-visual interface

– Conveying graphical information in a non-visual interface

– Interaction in a non-visual interface

– Ease of learning

Abstract user interface rendering at runtime ensures coherence, and allows both

sighted and blind users to operate using the same mental model of the interaction se-

mantics[15, 16]. In addition, AUIs can address the three remaining fundamental HCI

problems by translating what is perceived as visual metaphors in a representation inde-

pendent manner. Some of this task is to be delegated to the screen reader implementa-

tion. E.g. while the AUI rendering is handled per application by shared components, the

screen reader is typically implemented as an application that serves the entire window-

ing environment. Figure 1 explains how non-visual access to GUIs can be implemented

by leveraging AUIs.
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Fig. 1. Leveraging abstract user interfaces for accessibility



Whereas current approaches work with applications that are implemented against a

specific graphical toolkit, depending on explicit support for accessibility in the toolkit,

AUI-based non-visual access builds on a paradigm where the UI of the application

is described in an abstract form. The presentation of the UI is delegated to specific

rendering agents, both visual and non-visual[15].

The advantages of this approach are not only within the context of providing non-

visual access to GUIs but also within the context of user-controlled “look & feel”.

Because applications are no longer specifically built for a given graphical toolkit and

rendering is delegated to specific agents, it is possible to render applications against any

supported toolkit. This flexibility can be a powerful feature for many users.

Leveraging AUIs allows accessible user interfaces to be implemented side-to-side

with their graphical counterparts. This resolves a long standing problem with screen

readers needing to tap into the application flow in order to retrieve the information

needed to drive alternative presentations. This puts current screen reading technologies

at a definite disadvantage.

The XML document shown in figure 2 provides an example of a fairly simple user

interface. The graphical rendering in Swing is shown in figure 3. The example applica-

tion is a card game, appealing to both a sighted and blind audience.

<?xml version="1.0"?>

<gui>

<window id="GameSys">

<menuBar>

<menu id="Game">

<menuItem id="New" label="New game"/>

<menuSeparator/>

<menuItem id="Quit"/>

</menu>

...

</menuBar>

<form id="Table" width="500" height="300"

bgImage="felt.jpg">

<form id="Card-1" width="71" height="96"

bgImage="card-1.gif"/>

...

</form>

<statusBar label="GameSys v1.0.0"/>

</window>

</gui>

Fig. 2. XML document providing an abstract user interface description

While the example presented here is very basic, it does show important features

of the presented approach. The menu bar with all its components is defined in a truly



Fig. 3. Rendering an AUI description using Swing

abstract way, whereas the main user interface uses an abstract form augmented with

additional (graphical) information, such as image sizes and background image specifi-

cations. It carries all information to facilitate both visual and non-visual presentations.

While the example is a hand-crafted AUI description, more complicated applications

would benefit from generated user interface descriptions (e.g. using UsiXML[9]).

The reference implementation currently being developed parses the XML document

describing the user interface into an abstract object model. This model drives all ren-

dering engines, providing them with information about what needs to be communicated

to the user. The rendering engines decide how the information is presented. Input from

the user is channelled from the input device to the focus manager in the abstract ob-

ject model, interacting both with the application and with the rendering engines. The

current architecture for the prototype is shown in figure 4. Note that whereas the XML

document describes only how the user interface is presented to the user, the abstract

object model also carries information on what data is to be presented as is suggested by

earlier research[17].

Although Swing is used as the underlying technology for this prototype, all of the

UI logic is handled by the AUI focus manager. This ensures that both the visual and

the non-visual presentations provide users with identical interaction models. In addi-

tion, the focus manager can make decisions based on graphical information (element

sizes, etc. . . ) without exposing the actual decision logic to the rendering agents. This

is required in order to resolve the problem of conveying graphical information in a

non-visual interface.

4 Comparison with model-based UI construction

Model-based UI construction generally covers two approaches:
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Fig. 4. Reference implementation architecture

– Development-time UI construction

This includes all ways of generating multiple final user interfaces (generally for a

variety of modalities). Often, rather than simply creating multiple UI front-ends,

multiple versions of the application are generated due to using a more invasive

interface between the application and the user interface. A prime example is the

UsiXML project (and its derived projects)[9].

– Runtime UI selection

This includes all mechanisms that allow some form of model-driven UI customisa-

tion. Where development-time UI construction generates a set of UIs, runtime UI

selection supports alternatives for UI components. A model-driven UI engine de-

termines which alternative (if any) for a given component is to be used at any given

time. A good example of this approach is the AVANTI project[8].

The research presented in this and earlier papers[15, 16] can and will build on

development-time UI construction techniques, but it present a very different approach

in terms of accessibility. Providing non-visual access to UIs by means of modality spe-

cific implementations constructed during the development of the application makes it

impossible to share a single instance between a sighted and a blind user. As such, collab-

oration by observing the same runtime information is not possible. Runtime rendering

of the AUI allows for this by supporting multiple simultaneous renderings.

Runtime UI selection is somewhat similar to the approach presented here, in the

sense that the user interface presentation is decided upon at runtime rather than at de-

velopment time. This powerful technique supports current concepts of universal access,

and is a major advancement towards accessibility. It does not generally provide for si-

multaneous rendering in different modalities. It does involve a tight coupling between

the application and the user interface presentation, making future extension of supported

modalities more complicated. Runtime rendering of AUIs does not have that limitation.



5 Conclusion

This paper describes a novel approach to providing a long-term solution for non-visual

access to GUIs by leveraging abstract user interfaces. The theory behind the presented

work is built upon extensive research into HCI accessibility issues, AUIs, past and cur-

rent approaches to solving this complex problem, and user feedback on existing imple-

mentations.

A prototype is being developed for extensive field testing as part of this research.

Only through user feedback can success be measured appropriately. The prototype will

be enhanced to provide better support for a representative subset of commonly used

widgets so that multiple example applications can be built.

There is still a long way ahead, and ultimately, integration with existing (and in-

development) AUI frameworks will be important. Not only because modifications may

be required in order to support runtime rendering and non-visual access, but also be-

cause the proposed approach builds upon the adoption of the AUI application develop-

ment paradigm. because
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